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ABSTRACT 

A general two-stage multiple description coding (MDC) 
scheme using whitening transforms is analyzed. It repre-
sents the original image in a form of a coarse image ap-
proximation and a residual image. The coarse approxi-
mation is subsequently duplicated and combined with the 
residual image further split into two descriptions using a 
chessboard block transform coefficients rearrangement. 
We identify the importance of a good coarse approxima-
tion and explore different approaches for changing its 
resolution and coding it. The coder scheme is quite sim-
ple and yet achieves high performance comparable with 
other MDC methods.  

1. INTRODUCTION 

In the recent years, multiple description coding (MDC) 
has taken considerable attention as a method of commu-
nication over unreliable channels. MDC is a source-
channel coding of information, which can be represented 
with different levels of quality. The source is encoded 
into several bitstreams (i.e. multiple descriptions) to be 
transmitted via independent channels. In the receiver, the 
source can be reconstructed by any single bitstream at 
lower but still acceptable quality. Higher quality is 
achieved by more bitstreams combined and the highest 
quality is achieved by all bitstreams received with no er-
rors. By representing the source with different levels of 
quality MDC is similar to the layered coding. However, 
while the latter requires a correct reception of the base 
layer in order the enhancement layers to be useful, the 
former can reconstruct the source from any subset of bit-
streams [1]. In order to achieve good source reconstruc-
tion from any description, all descriptions should have 
equal information content, i.e. they have to be similar to 
each other as they are similar and as close as possible to 
the source for the given bit budget. This makes the re-
dundancy allocation an inherent issue of MDC. Under 
the assumption that some descriptions might be lost, re-
construction quality versus redundancy is the sought 
compromise in every MDC method. On the other hand, it 
is quite difficult to split good description of the source 
into the parts, which are independently useful [2], [1]. 

One of the first practical MDC methods, called mul-
tiple description scalar quantization (MDSQ), was pro-

posed by Vaishampayan in [3]. In this method, the sour-
ce variable to be transmitted is quantized by two coarse 
quantizers with overlapping quantization cells. Together, 
those quantizers produce fine quantization with smaller 
quantization cells.  

Another MDC method is based on transform-domain 
processing [4], [5]. After a decorrelating transform, the 
uncorrelated coefficients are combined into pairs de-
pending on their variances and then undergo pairwise 
correlating transform (PCT) yielding two descriptions, 
where the coefficients in one description are uncorrelated 
between each other, but correlated with the coefficients 
in the other description. If one description is lost, the 
correlation introduced in a known manner allows 
estimating the lost coefficient from the received one in 
the pair. The method shows quite good performance in 
the low-redundancy region, yet it has certain drawbacks. 
First, the variances of the initial coefficients are to be 
sent to the decoder, as they are used in the estimation 
procedure when one description is lost. Another problem 
is that the same coefficients in different blocks may have 
different variances. Thus, the blocks are to be classified 
into several classes based on their frequency properties. 
Nevertheless, there is often a mismatch between the real 
coefficient variance and one determined for the particular 
class of blocks. This mismatch is a source of additional 
distortions.  

The above-mentioned problems have been addressed 
in [6] in the light of whitening the transform coefficients 
prior to PCT. Whitened coefficients have close variances 
that can be considered as equal. Correspondingly, there 
is no need to estimate and transmit those variances as 
they cancel in the estimator formula. The whitening 
transform is approximated by a subtraction of a down-
sampled and coarsely coded image from the original 
image [6]. Then, a PCT as in [7] is applied to the coeffi-
cients of the residual (whitened) image. The resulting 
two descriptions of the residual image are combined with 
the duplicated version of the coarse image (shaper).  

In this contribution, we adopt the whitening transform 
general scheme. We suggest modifications in the coarse 
approximation stage and in the residual image stage 
aimed at improving the quality for a given bit budget by 
a better redundancy management.  



The paper is organized as follows. In Section 2, the 
general coder scheme is described. Next two sections 
present details about each of two stages: Section 3 deals 
with modifications in the coarse approximation coding 
stage while Section 4 deals with modifications in the re-
sidual image coding stage. Section 5 presents the nu-
merical results and comparisons with other MDC meth-
ods, and Section 6 concludes the paper. 

2. GENERAL CODER STRUCTURE 

The general scheme of the method suggested in [6] is 
shown in Figure 1. The initial image is downsampled by 
two and then JPEG coded. Its decoded and interpolated 
version is subtracted from the initial image to approxi-
mate a whitening transform. DCT is applied to the resid-
ual image to get uncorrelated coefficients with approxi-
mately equal variance. They undergo PCT outputting two 
bitstreams. The JPEG coded coarse approximation is 
called shaper and is included into both descriptions. The 
redundancy in this method is mostly determined by du-
plicating the shaper but also extra redundancy is intro-
duced by PCT. The method has given better results than 
the method in [4].  
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Figure 1. General scheme of method proposed in 
[6].  

We modify the above-described method as shown in 
Figure 2. In our scheme the shaper (blocks bordered by 
the dashed line) is generated by decimation with an arbi-
trary down-scaling factor of M followed by a JPEG 
coder. We pay special attention to the way the image is 
decimated and interpolated. We favor a B-spline-based 
least square image resizing (biorthogonal projection) as 
it ensures a minimum loss of information [11]. Thus, 
most of image information is concentrated in the deci-
mated image to be included in both descriptions. For the 
decimated image, a DCT-based coder is a reasonable 
choice. Alternatively, the shaper can be generated by a 
wavelet-based coder, e.g. SPIHT. In this case, the bior-
thogonal projection is inherently included in the scheme.  

In our modification, the residual image is coded by a 
JPEG–like coder using a block transform (denoted by T). 
It can be either DCT or lapped orthogonal transform 
(LOT). The transform coefficients are finely quantized 
by a uniform quantization step (Qr). Then, transform 
blocks are directly split into two parts in a chessboard 
manner and entropy–coded. One part together with the 
shaper form Description 1, while the second part com-
bined again with the shaper form Description 2. Thus, 
each description consists of the coarse image approxima-
tion and half of the transform blocks of the residual im-

age. Therefore, no extra redundancy is added in the re-
sidual image coding while generating two descriptions 
instead of one. 
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Figure 2. Varieties of proposed scheme: a) shaper 
is obtained by spline resizing and JPEG coding; 

b) shaper is obtained by SPIHT coding.  

The obtained coder provides balanced descriptions 
both in terms of PSNR and bit rate. The amount of re-
dundancy is also easily adjustable. The following two 
sections explain in details each stage of the coder. Also 
we give reasoning to use one or another method for each 
particular stage.  

3. COARSE IMAGE APPROXIMATION 

The idea of this stage is to concentrate as much informa-
tion as possible into the shaper within strict bit rate con-
straints. We would also like to reduce the artifacts and 
distortions appearing in the reconstructed coarse ap-
proximation. To realize this idea we explore two alterna-
tives: 1) Least squares image resizing prior to JPEG cod-
ing; and 2) Wavelet-domain SPIHT coding. 

3.1. Least squares spline-based resizing and JPEG 
coding  

A JPEG coder with a limited bit budget would use a 
large quantization factor applied directly to the original 
image thus causing unacceptable blocking artifacts. A 
better alternative, especially for low bit-rate coding, is to 
decimate the image first and to apply JPEG with more 
moderate quantization factor. The original image resolu-
tion is reconstructed by interpolation as a post-
processing step. It has been proven by an analytical 
model and numerical analysis that by this approach the 
bit budget is kept the same while the visual quality and 
PSNR are higher [8]. The method in [6] also makes use 
of this approach as follows: the decimation is achieved 
by averaging over four neighbor pixels and the original 
resolution is reconstructed by nearest neighbor interpola-
tion. This interpolation introduces blocking artifacts in 



the coarse approximation and as a result the residual im-
age gets blocking artifacts as well.  

In an attempt to concentrate more information in the 
coarse approximation and correspondingly to make the 
residual signal closer to white noise, we identify the need 
of a better interpolation and decimation method. Spline-
based interpolation methods have shown their superiority 
in terms of quality and computational complexity [9], 
[10]. In the spline formalism, a continuous image model 
is fit over the discrete pixels, involving B-spline or other 
optimized piecewise-polynomial basis functions. It al-
lows resampling the initial image at any arbitrary finer 
grid. As far as the image decimation is concerned, it has 
to be performed using functions being biorthogonal to 
the chosen interpolation function. This is the biorthogo-
nal projection or least squares paradigm, which ensures 
image decimation with a minimum loss of information 
[11], [10]. Our practical implementation makes use of a 
near least squares method for image decimation proved 
to be effective for a wide range of decimation ratios [12].  

The redundancy in our coder is only determined by 
the size (quality) of the shaper. Generally, there are two 
factors controlling the size of shaper (and hence, the re-
dundancy). The first one is scaling (or interpolation) fac-
tor and the second one is the JPEG quantization factor. 
Using larger downsampling and quantization factors one 
can get lower level of redundancy, hence, lower quality 
of side reconstruction (reconstruction from only one de-
scription). Alternatively, using smaller downsampling 
and quantization factors, one can obtain higher quality 
side reconstruction. The quality of the two-channel re-
construction is determined mostly by quantization step 
used for quantization of LOT coefficients in the residual 
image.  

3.2. Wavelet-based coding 

An alternative to JPEG coding in obtaining good low bit-
rate image approximation is some wavelet-based coding 
scheme. In general, wavelets provide smooth reconstruc-
tion of compressed images even for low bit rates. As they 
are functions for multiresolution analysis, there is no 
need of a preliminary decimation step. In fact, the wave-
let decomposition is precisely an orthogonal or bior-
thogonal projection into the space of synthesizing (re-
construction) wavelet functions. Moreover, the best 
wavelets for compression have been generated via 
splines, e.g. the famous 9/7 synthesis/analysis wavelet 
pair. In our scheme we have involved the SPIHT coding 
and quantization algorithm [17].  

4. RESIDUAL IMAGE CODING 

In the original scheme (Figure 1)  the residual signal is 
transformed into DCT domain and then an orthogonal 
PCT is applied to the DCT coefficients [6].  The idea is 
to catch some dependencies between pixels by DCT and 
then to pack the  uncorrelated coefficients into correlated 
pairs to be sent as two descriptions. Therefore, this 
scheme adds additional redundancy to the one introduced 
by duplicating the shaper.  

Conversely, our approach relies on a quality versus 
bit budget compromise achieved into the coarse ap-
proximation brunch. We speculate that our coarse ap-
proximation is as good as possible for the given bit 
budget and the residual image, therefore, should be 
closer to white noise. Thus, one can say that residual sig-
nal is less informative, and there is no need to introduce 
redundancy to this signal. Respectively, the total 
redundancy is added by only duplicating the base layer 
(shaper). We essentially aim at avoiding redundancy in 
the residual image coding.  

The residual image coding in our method is done by a 
block transform, e.g. blocks of 8×8 pixels are consid-
ered. If all coefficients are sent by one description only, 
there is no redundancy, provided a proper block trans-
form has been chosen. To generate MDC, the blocks are 
simply split into two descriptions in a chessboard man-
ner.  

We explore LOT and DCT as block transforms well 
suited for the residual image coding. 

4.1. Coding of the residual signal with block DCT 

The residual image is transformed using 8 × 8 DCT. 
Then, all transformed blocks are finely quantized with a 
scalar quantizer using a constant quantization step Qf. 
The transform blocks are split between two descriptions 
in a chessboard manner and entropy coded separately.  

4.2. Coding of the residual signal with lapped or-
thogonal transforms (LOT) 

LOT is an alternative to DCT when the quality of the 
shaper is not good enough. In such cases some blocking 
artifacts can be encountered if the image reconstruction 
is based on one description only. LOT can efficiently 
smooth block borders based on the overlapping windows 
it uses.  

By LOT, each signal block of size N is mapped into a 
set of N basis functions, each of them is longer than N 
samples, i.e. overlapping over adjacent blocks [13].   

Given x is the original input vector of length MN, 
vector y of transformed coefficients of all M blocks is 
given by  

'y T x= , 

where T ′ is the transpose of T, which is given by 
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where P0 is a L × N matrix that contains the LOT basis 
for each block, and P1 and P2 are the LOT matrices for 
the first and last blocks that should be slightly different. 
L = 2N.   



The orthogonality of T is ensured by two conditions.  
First, the columns of P0 have also to be orthogonal, i.e.  
 0 0P P I′ = , 

where I is the identity matrix. Second, the overlapping 
functions of neighboring blocks have to be orthogonal as 
well, 
 0 0 0 0 0PWP PW P′ ′ ′= = , 

where the shift operator W is defined by 
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with the identity matrix above of size N [13]. 
For the 2D case the LOT’s are implemented in a 

separable manner.  
In our coder we use Malvar’s LOT [13]. The over-

lapped blocks of the size 16 × 16 in a spatial domain cor-
respond to 8 × 8 blocks in the transform domain. Next 
steps, i.e. quantization by a uniform quantization step Qr 
and chessboard-like splitting into two parts are essen-
tially the same like in the case of DCT block coding.  

4.3. Reconstruction when one description is lost 

When the decoder receives both descriptions, the recon-
struction is straightforward. In case of one-channel re-
construction, the lost coefficients are just filled with ze-
ros. Then, the inverse quantization and inverse transform 
are applied. The shaper can be obtained from the re-
ceived description and added to the reconstructed resid-
ual image. 

It is quite clear that this kind of reconstruction is ap-
propriate when using DCT for coding of the residual im-
age. It was also found that it is the most appropriate way 
of the reconstruction when using LOT for the residual 
image coding. 

In [14] and [15] it was shown that when reconstruct-
ing the original image from only one description, setting 
the lost coefficients equal to zero produces severe arti-
facts. Thus, [14] and [15] present methods for estimation 
of the lost coefficients. In [14], the lost LOT coefficients 
are estimated as the mean of corresponding coefficients 
in the neighboring blocks. In [15], it was proposed to use 
iterative procedure using maximally smooth recovery 
method. Moreover, the family of LOT transforms with 
advanced reconstruction capabilities was presented in 
[14]. However, it was found that for coding of the resid-
ual zero-mean signal these methods work worse than just 
filling the lost coefficients with zeros. This fact is proba-
bly connected with high frequency nature of the residual 
signal that does not allow the estimation of the lost LOT 
block from the neighboring blocks. 

The numerical results together with figures are pre-
sented in the next sections. The next section also com-
pares the results obtained with our coder with the results 
obtained by [6].  

5. SIMULATION RESULTS 

In this section, varieties of our method are explored and 
compared between themselves and with the MDC algo-
rithms using whitening transform [6]. For the evaluation, 

we applied our method to the test image Lena (512 × 
512, 8 bpp). For each experiment we generated two rate-
distortion curves. First one shows the reconstruction 
PSNR versus bitrate under the assumption that all (i.e. 
two) descriptions are received. The second one illustrates 
the case, when one description is lost. It is obtained by 
taking the mean result of two descriptions used sepa-
rately to reconstruct the image.  

5.1. Proper decimation and interpolation 

In the first experiment, we compare different decimation 
and interpolation methods to produce the shaper. As for 
the residual image coding, we fix it to perform block 
transform coding, involving Malvar’s LOT [13]. We ap-
ply three decimation/interpolation methods. The first is 
based on decimation by 2 by averaging over four nearest 
points and nearest neighbor interpolation, similarly to 
[6]. Second is DCT-based decimation and interpolation 
[18], and the third is a near least squares B-spline-based 
decimation and interpolation [12]. Those three ap-
proaches have been combined with the JPEG coder to 
get the coded shaper. Additionally, the shaper was ob-
tained by a wavelet-domain SPIHT coding. Figure 3 
shows the reconstruction results when both descriptions 
have been received and Figure 4 shows the results when  
one description is received only. As can be seen among 
JPEG methods proper anti-aliasing decimation and inter-
polation give substantial improvement. There, splines 
and DCT are quite competitive as pre- and post- process-
ing functions however the spline-based method is com-
putationally less costly. Among all methods, wavelet-
based SPIHT gives superior results.  
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Figure 3. Central PSNR of overall scheme using 
different interpolation methods. 

In our experiments we have used linear splines for in-
terpolation and their biorthogonal counterparts for deci-
mation. Higher order splines would give better results in 
a pure decimation/interpolation setting. However, the 
JPEG quantization generates artifacts and the subsequent 
higher-order interpolation makes them better visible. 
Linear interpolation plays an additional smoothing effect 
to these artifacts. What is more important is the least 



squares setting where the image is properly decimated 
subject to the chosen interpolation method.  
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Figure 4. Mean side PSNR of overall scheme us-
ing different interpolation methods.  
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Figure 5. Comparison of Spline-LOT and WCT 
coder if both descriptions are received (central 

PSNR). Qs=0.7. 
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Figure 6. Comparison of Spline-LOT and WCT 
coders if one description is received (mean side 

PSNR). Qs=0.7. 

Figure 5 and Figure 6 compare Spline-LOT method 
with the method introduced in [6] (denoted by WCT). 
Spline-LOT coder sufficiently outperforms WCT coder 
both for central and side reconstruction mainly due to the 
adequate decimation/interpolation.  

5.2. Shaper coding and quantization 

Next, we explore how the shaper quality works on the to-
tal reconstruction quality. Again, our residual image 
coder is a LOT-based one, while the shaper coder is 
based on least squares spline decimation/interpolation 
and JPEG with different quantization factor (denoted as 
Spline-LOT). The shaper quantization factor Qs is 
determined as a multiplication factor applied to DCT co-
efficients before their quantization. Figure 7 shows the 
results for central reconstruction (from two descriptions) 
and Figure 8 shows the one-description reconstruction 
results.  
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Figure 7. Rate-distortion performance of Spline-LOT 
coder for different values of Qs. Central PSNR.  
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Figure 8. Rate-distortion performance of Spline-
LOT coder for different values of Qs. Mean-side 

PSNR. 

One can see a higher quantization factor slightly re-
duces the PSNR for central reconstruction but at the 
same time increases the PSNR when one description is 



lost. By a finer quantization we thereby provide more bit 
rate to the shaper. Thus, we introduce more redundancy 
that improves the side reconstruction.  

In addition, the rate-distortion curves for central re-
construction have much steeper slope than rate-distortion 
curves for side channel reconstruction. It evidences that 
finer quantization of residual image results in better cen-
tral reconstruction but has little influence on side channel 
reconstruction. 

The next algorithm uses SPIHT [17] for coding the 
shaper signal (denoted SPIHT-LOT). To produce results 
comparable with Spline-LOT, the bit-rate for shaper was 
chosen in a way to produce the shaper (base layer signal) 
of approximately same size. The results are parameter-
ized by the shaper bit rate (sbr) and are shown in Figure 
9 and Figure 10. It can be seen that PSNR for central and 
side reconstruction are better than these for Spline-LOT 
due to the superiority of SPIHT algorithm over the JPEG 
scheme for low bit rates. 
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Figure 9. Rate-distortion performance (central 
PSNR) of SPIHT-LOT coder for different shaper 

bit rates. 
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Figure 10. Rate-distortion performance (mean-
side PSNR) of SPIHT-LOT coder for different 

shaper bit rates. 

5.3. Residual signal coding 

5.3.1. LOT versus PCT 

In the next experiment, we fix the shaper coding to 
spline resizing and JPEG coding. We change the residual 
signal coding schemes, as follows: first, we apply the 
method from [6] involving DCT and subsequent PCT 
(denoted Spline-PCT), second we apply Spline-LOT. 
The results of those two approaches are quite close, as 
seen in Figure 11 and Figure 12. 
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Figure 11. Comparison of Spline-LOT and 
Spline-PCT coders if both descriptions are re-

ceived (central PSNR) for different values of Qs. 
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Figure 12. Comparison of Spline-LOT and 
Spline-PCT coders if one description is received 

(mean side PSNR) for different values of Qs. 

 

5.3.2. DCT versus LOT 

We replace the LOT with DCT as the block transform 
and keep the same chessboard-like way of generating two 
descriptions (denoted Spline-Chess). Figure 13 and 
Figure 14 show the rate-distortion functions for Spline-
Chess for different quantization factors.   

A direct comparison between Spline-LOT and 
Spline-Chess is shown in Figure 15 and Figure 16. Quite 



surprisingly, in terms of PSNR, the Spline-Chess coder is 
competitive and even better than expected to be superior, 
Spline-LOT coder. While the latter is showing less 
blocking artifacts, it is not as efficient as DCT in com-
pressing the high-frequency residual image. Originally, 
LOTs have been optimized to compress low frequency 
signals [13]. One can speculate that using transforms 
which are optimized for higher frequency content images 
could give certain improvement in the presented scheme.  
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Figure 13. Rate-distortion performance (central 
PSNR) of Spline-Chess coder for different values 

of Qs. 
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Figure 14. Rate-distortion performance (mean-
side PSNR) of Spline-Chess coder for different 

values of Qs. 

The experiments with DCT in the residual image cod-
ing emphasize once again the importance of a good 
shaper coding. If the quality of the shaper is low, the 
blocking (chessboard-like) artifacts are more visible 
caused by reconstruction of neighboring blocks with dif-
ferent quality. However, if the shaper quality is good 
enough, then, for most of the images those kinds of arti-
facts are not visible. At least, they do not look visually 
more annoying than the artifacts caused by the coding of 
the residual image by LOT or PCT. Moreover, using 
DCT for coding of the residual image yields a slightly 
smaller bit rate comparing to LOT and PCT.  

6. CONCLUSIONS 

We have developed a practical MDC method that im-
proves the two-stage scheme proposed previously in [6]. 
However, our premises for coder optimization were dif-
ferent from ones in [6]. The first stage of our coder em-
ploys spline interpolation to obtain the image with lower 
resolution, which is then coded and sent to both chan-
nels. This coarse image is coded in a way to have a lower 
bit rate, yet being smooth and providing satisfactory 
quality. Then, properly interpolated, this image is sub-
tracted from the original one, yielding a residual (detail) 
image. We spend no redundancy in coding two descrip-
tions out of it. To achieve this, a chessboard splitting of 
block transform coefficients is applied.  
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Figure 15. Comparison of Spline-Chess and 
Spline-LOT coders if both descriptions are re-

ceived (central PSNR) for different values of Qs. 
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Figure 16. Comparison of Spline-Chess and 
Spline-LOT coders if one description is received 

(mean side PSNR) for different values of Qs. 

Two block-transform coders were compared for cod-
ing of the residual image. The simpler DCT-based coder 
showed competitive results to the LOT-based one. While 
the latter was expected to yield reconstructed images 
with less blocking artifacts, the good results for the for-



mer prove that we have achieved a residual image as 
high-frequency (noisy-like) as possible and correspond-
ingly better compressible by DCT. The improved whiten-
ing effect is due to the adequate decimation/interpolation 
scheme we have applied based on biorthogonal projec-
tion (either spline or wavelet).  

Our MDC method showed better performance com-
paring to the method in [6] both for reconstruction from 
one and two descriptions.  

The further development of this coder may employ 
using suitable wavelet transforms for coding the residual 
signal. An application of this method for video coding is 
also to be considered. 
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