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ABSTRACT posed by Vaishampayan in [3]. In this method, ters
_ o ) ce variable to be transmitted is quantized by toarse
A general two-stage multiple description coding (B0 quantizers with overlapping quantization cells. @bgr,
scheme using whitening transforms is analyzecepte-  those quantizers produce fine quantization withlema
sents the original image in a form of a coarse enag- guantization cells.
proximation and a residual image. The coarse approx Another MDC method is based on transform-domain
mation is subsequently duplicated and combined thi¢h processing [4], [5]. After a decorrelating transfprthe
residual image further split into two descriptiar8ng a  yncorrelated coefficients are combined into paies d
chessboard block transform coefficients rearrangéme pending on their variances and then undergo parwis
We identify the importance of a good coarse appnaxi  correlating transform (PCT) vielding two descripiso
tion and explore different approaches for changieg  \yhere the coefficients in one description are uretated
resolution and coding it. The coder scheme is cgifte  petween each other, but correlated with the cdeffts
ple and yet achieves high performance comparalife wi iy the other description. If one description istjabe
other MDC methods. correlation introduced in a known manner allows
1. INTRODUCTION estimating the lost coefficient from the receivatedn
the pair. The method shows quite good performance i
In the recent years, multiple description codingdd®)  the Jow-redundancy region, yet it has certain diks.
has taken considerable attention as a method ofitcem  First, the variances of the initial coefficientedo be
nication over unreliable channels. MDC is a source- gent to the decoder, as they are used in the eitima
channel coding of information, which can be repnése  procedure when one description is lost. Anothebjem
with different levels of quality. The source is eded s that the same coefficients in different blocksyrhave
into several bitstreams (i.enultiple descriptionsto be  gifferent variances. Thus, the blocks are to besified
transmitted vidndependenthannels. In the receiver, the jnto several classes based on their frequency piepe
source can be reconstructed by any single bitstr@am Nevertheless, there is often a mismatch betweenetile

lower but still acceptable quality. Higher quality  coefficient variance and one determined for theigar
achieved by more bitstreams combined and the highescjass of blocks. This mismatch is a source of éutui

quality is achieved by all bitstreams received wither- distortions.

rors. By representing the source with differentelsvof The above-mentioned problems have been addressed
quality MDC is similar to the layered coding. Howey i [6] in the light of whitening the transform cdiefents
while the latter requires a correct reception & base  prior to PCT. Whitened coefficients have close aaces
layer in order the enhancement layers to be us#fal, that can be considered as equal. Correspondirtuye t
former can reconstruct the source from any subfseit0  js no need to estimate and transmit those variaases
streams [1]. In order to achieve good source rdoams  they cancel in the estimator formula. The whitening
tion from any description, all descriptions shotlave  transform is approximated by a subtraction of a mow
equal information content, i.e. they have to beilainto sampled and coarsely coded image from the original
each other as they are similar and as close agfoss image [6]. Then, a PCT as in [7] is applied to ¢oeffi-

the source for the given bit budget. This makesrédie  ients of the residual (whitened) image. The resyit
dundancy allocation an inherent issue of MDC. Under g descriptions of the residual image are combinitkl

the assumption that some descriptions might be test  the duplicated version of the coarse image (shaper)
construction quality versus redundancy is the sbugh |n this contribution, we adopt the whitening tramnsf
compromise in every MDC method. On the other hétnd, general scheme. We suggest modifications in theseoa

is quite difficult to split good description of theurce  approximation stage and in the residual image stage

into the parts, which are independently useful [2], aimed at improving the quality for a given bit bedgy
One of the first practical MDC methods, called mul- g petter redundancy management.

tiple description scalar quantization (MDSQ), was-p



The paper is organized as follows. In Section 2, th age. Therefore, no extra redundancy is added imethe
general coder scheme is described. Next two section sidual image coding while generating two descripio
present details about each of two stages: SectibeaB instead of one.
with modifications in the coarse approximation cadi
stage while Section 4 deals with modificationshia te- FTTTTTIITmTeTTTTmTe T i Xs

mage! ntropy F Chan 1
sidual image coding stage. Section 5 presents the n e pet ;
merical results and comparisons with other MDC meth ! :

i .4 :
ods, and Section 6 concludes the paper. & | se ! y
2. GENERAL CODER STRUCTURE B

Entro Chan 2
The general scheme of the method suggested ins[6] i - -

shown in Figure 1. The initial image is downsampbyd a)
two and then JPEG coded. Its decoded and integablat
version is subtracted from the initial image to mpp  ccccccooototooooooooy

| ! Xs
. . . . g Image! SPIHT ! Entropy Chan 1
mate a whitening transform. DCT is applied to tasid e, 7 |

ual image to get uncorrelated coefficients with ragp ! :
mately equal variance. They undergo PCT outputtirgy B4 :
bitstreams. The JPEG coded coarse approximation is [ decoder !
calledshaperand is included into both descriptions. The

redundancy in this method is mostly determined by d R EE [peso2 |3
X2
b)

X1

plicating the shaper but also extra redundancyti®-

duced by PCT. The method has given better reshats t

the method in [4]. Figure 2. Varieties of proposed scheme: a) shaper

is obtained by spline resizing and JPEG coding;
b) shaper is obtained by SPIHT coding.

The obtained coder provides balanced descriptions
both in terms of PSNR and bit rate. The amounteef r
dundancy is also easily adjustable. The following t
sections explain in details each stage of the codlep
oescz}ﬂ”f we give reasoning to use one or another methodédoh
particular stage.

Figure 1. General scheme of method proposed in 3. COARSE IMAGE APPROXIMATION

[6].
) : . The idea of this stage is to concentrate as muolnnia-
We modify the above-described method as shown ingoy 45 possible into the shaper within strictraie con-

Figure 2. In our scheme the shaper (blocks bordbyed  g5ints We would also like to reduce the artifaand
the dashed Ilne). is generated by decimation withrair distortions appearing in the reconstructed coarse a
trary down-scaling factor oM followed by a JPEG 55 imation. To realize this idea we explore twzaia-

coder. We pay special attention to the way the 8189 es: 1) Least squares image resizing prior toGREd-
decimated and interpolated. We favor a B-splineetlas ing: and 2) Wavelet-domain SPIHT coding.

least square image resizing (biorthogonal projegtas . N
it ensures a minimum loss of information [11]. Thus 3.1. Least squares spline-based resizing and JPEG
most of image information is concentrated in theide coding

mated image to be included in both descriptions.tke A JPEG coder with a limited bit budget would use a

dec!mated image, a DCT-based coder is a reasonabl?arge quantization factor applied directly to thégimal
choice. Alternatively, the shaper can be generied 506 thus causing unacceptable blocking artifadts.
wavelet-based coder, e.g. SPIHT. In this casebibe  poyer aiternative, especially for low bit-rate g is to
thogonal projection is inherently included in tlthame. decimate the image first and to apply JPEG withemor

In our modificatiqn, the residual image is codedaby |\ j4erate quantization factor. The original imagshe-
JPEG-like coder using a block transform (denote@by i is reconstructed by interpolation as a post-

It can be either DCT or lapped orthogonal transform processing step. It has been proven by an andlytica

(LOT). The transform c_oefficients are finely quaet model and numerical analysis that by this appraaeh
by a uniform quantization stepQ(. Then, transform . budget is kept the same while the visual quaitd

blocks are directly split into two parts incdmessboayd PSNR are higher [8]. The method in [6] also makes u
manner and entropy—coded. One part together wéth th ot yhis approach as follows: the decimation is eebd
shaper formDescription1, while the second part com-  p, ayeraging over four neighbor pixels and the indl
bined again with the shaper forDescription2. Thus,  asqytion is reconstructed by nearest neighberiafa-

each description consists of the coarse image a0 o This interpolation introduces blocking aréifa in
tion andhalf of the transform blocks of the residual im-

Entropy
Coding




the coarse approximation and as a result the raisinhd
age gets blocking artifacts as well.

In an attempt to concentrate more information & th
coarse approximation and correspondingly to malke th
residual signal closer to white noise, we identify need
of a better interpolation and decimation methodin®p
based interpolation methods have shown their soiigri
in terms of quality and computational complexity], [9
[10]. In the spline formalism, a continuous imagedel
is fit over the discrete pixels, involving B-spline other
optimized piecewise-polynomial basis functions.alt
lows resampling the initial image at any arbitrdéiner
grid. As far as the image decimation is conceriiteloias
to be performed using functions being biorthogatoal
the chosen interpolation function. This is the thiogo-
nal projection or least squares paradigm, whichuess
image decimation with a minimum loss of information
[11], [10]. Our practical implementation makes usea
near least squares method for image decimationeprov
to be effective for a wide range of decimationasi12].

The redundancy in our coder is only determined by
the size (quality) of the shaper. Generally, thene two
factors controlling the size of shaper (and hettoe,re-
dundancy). The first one is scaling (or interpaajifac-
tor and the second one is the JPEG quantizatidorfac
Using larger downsampling and quantization factore
can get lower level of redundancy, hence, lowelityua
of side reconstruction (reconstruction from onlheate-
scription). Alternatively, using smaller downsamygli
and quantization factors, one can obtain highelitgua
side reconstruction. The quality of the two-chanre!
construction is determined mostly by quantizatioeps
used for quantization of LOT coefficients in theideial
image.

3.2. Wavelet-based coding

An alternative to JPEG coding in obtaining good ity
rate image approximation is some wavelet-basedngodi
scheme. In general, wavelets provide smooth reaanst
tion of compressed images even for low bit ratesthi&y
are functions for multiresolution analysis, theee rio
need of a preliminary decimation step. In fact, wWave-

let decomposition is precisely an orthogonal orrbio
thogonal projection into the space of synthesizirey
construction) wavelet functions. Moreover, the best

wavelets for compression have been generated via

splines, e.g. the famous 9/7 synthesis/analysiselstiv
pair. In our scheme we have involved the SPIHT ngdi
and quantization algorithm [17].

4. RESIDUAL IMAGE CODING

In the original scheme (Figure 1) the residuahaigs
transformed into DCT domain and then an orthogonal
PCT is applied to the DCT coefficients [6]. Theadis

Conversely, our approach relies on a quality versus
bit budget compromise achieved into the coarse ap-
proximation brunch. We speculate that our coarse ap
proximation is as good as possible for the given bi
budget and the residual image, therefore, should be
closer to white noise. Thus, one can say that uesisig-
nal is less informative, and there is no need tmduce
redundancy to this signal. Respectively, the total
redundancy is added by only duplicating the bagerla
(shaper). We essentially aim at avoiding redundancy
the residual image coding.

The residual image coding in our method is dona by
block transform, e.g. blocks ofx8 pixels are consid-
ered. If all coefficients are sent by one desaviptbnly,
there is no redundancy, provided a proper blockstra
form has been chosen. To generate MDC, the blagks a
simply split into two descriptions in ehessboardnan-
ner.

We explore LOT and DCT as block transforms well
suited for the residual image coding.

4.1. Coding of theresidual signal with block DCT

The residual image is transformed using 8 DCT.
Then, all transformed blocks are finely quantizathwa
scalar quantizer using a constant quantization §ep
The transform blocks are split between two desorigt
in a chessboard manner and entropy coded separately

4.2. Coding of the residual signal with lapped or-
thogonal transforms (LOT)

LOT is an alternative to DCT when the quality o€ th
shaper is not good enough. In such cases someitjock
artifacts can be encountered if the image recoctsbru
is based on one description only. LOT can effidient
smooth block borders based on the overlapping wisdo
it uses.

By LOT, each signal block of si2¢is mapped into a
set of N basis functions, each of them is longer tihan
samples, i.e. overlapping over adjacent blocks.[13]

Given x is the original input vector of lengthiN,
vectory of transformed coefficients of aM blocks is
given by

y=T"X,
whereT ' is the transpose df, which is given by

R 0]

R

0

R

wherePy is aL x N matrix that contains the LOT basis

to catch some dependencies between pixels by D@T an for each block, an&, andP; are the LOT matrices for

then to pack the uncorrelated coefficients intoelated
pairs to be sent as two descriptions. Therefores th
scheme adds additional redundancy to the one intextl
by duplicating the shaper.

the first and last blocks that should be slightffedent.
L =2N.



The orthogonality off is ensured by two conditions.
First, the columns d?, have also to be orthogonal, i.e.
RR=1,
wherel is the identity matrix. Second, the overlapping
functions of neighboring blocks have to be orthaj@s
well,
RWR = RWE=0,
where the shift operatd is defined by

oo

with the identity matrix above of si2¢[13].

w

we applied our method to the test image Lena (812
512, 8 bpp). For each experiment we generated dveo r
distortion curves. First one shows the reconstoucti
PSNR versus bitrate under the assumption that.all (
two) descriptions are received. The second onstilites
the case, when one description is lost. It is oletiby
taking the mean result of two descriptions usedasep
rately to reconstruct the image.

5.1. Proper decimation and inter polation

In the first experiment, we compare different deation
and interpolation methods to produce the shapeifoAs

For the 2D case the LOT'’s are implemented in athe residual image coding, we fix it to perform dko

separable manner.

In our coder we use Malvar’s LOT [13]. The over-
lapped blocks of the size 3616 in a spatial domain cor-
respond to 8 8 blocks in the transform domain. Next
steps, i.e. quantization by a uniform quantizastepQ,
and chessboard-like splitting into two parts arseas
tially the same like in the case of DCT block cadin

4.3. Reconstruction when one description islost

When the decoder receives both descriptions, thenre
struction is straightforward. In case of one-chamee
construction, the lost coefficients are just filleith ze-
ros. Then, the inverse quantization and inversestoam

transform coding, involving Malvar's LOT [13]. Wepa
ply three decimation/interpolation methods. Thstfis
based on decimation by 2 by averaging over fourasta
points and nearest neighbor interpolation, sinyilad
[6]. Second is DCT-based decimation and interpofati
[18], and the third is a near least squares B-sgdmsed
decimation and interpolation [12]. Those three ap-
proaches have been combined with the JPEG coder to
get the coded shaper. Additionally, the shaper alas
tained by a wavelet-domain SPIHT coding. Figure 3
shows the reconstruction results when both desonipt
have been received and Figure 4 shows the reshis w
one description is received only. As can be seeongm

ceived description and added to the reconstruasidl+
ual image.

It is quite clear that this kind of reconstructignap-
propriate when using DCT for coding of the residual
age. It was also found that it is the most appedprivay
of the reconstruction when using LOT for the realdu
image coding.

In [14] and [15] it was shown that when reconstruct
ing the original image from only one descriptioattisig
the lost coefficients equal to zero produces sewagtie
facts. Thus, [14] and [15] present methods fomestion
of the lost coefficients. In [14], the lost LOT dfieients
are estimated as the mean of corresponding caftii
in the neighboring blocks. In [15], it was proposedise
iterative procedure using maximally smooth recovery
method. Moreover, the family of LOT transforms with
advanced reconstruction capabilities was presemted
[14]. However, it was found that for coding of tresid-
ual zero-mean signal these methods work worsejtisin
filling the lost coefficients with zeros. This faistproba-
bly connected with high frequency nature of thedwal
signal that does not allow the estimation of thet ldOT
block from the neighboring blocks.

The numerical results together with figures are- pre
sented in the next sections. The next section edso-
pares the results obtained with our coder withréseilts
obtained by [6].

5. SSMULATION RESULTS

In this section, varieties of our method are exgdoand

compared between themselves and with the MDC algo-,

rithms using whitening transform [6]. For the ealan,

polation give substantial improvement. There, din
and DCT are quite competitive as pre- and postegss-
ing functions however the spline-based method mm-co
putationally less costly. Among all methods, watrele
based SPIHT gives superior results.
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Figure 3. Central PSNR of overall scheme using
different interpolation methods.

In our experiments we have used linear splinegfor
terpolation and their biorthogonal counterparts deci-
mation. Higher order splines would give better Hssin
a pure decimation/interpolation setting. Howevedre t
JPEG quantization generates artifacts and the gubaée
higher-order interpolation makes them better v&sibl
Linear interpolation plays an additional smoothéffpct
to these artifacts. What is more important is teast



squares setting where the image is properly deeinat
subject to the chosen interpolation method.
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Figure 4. Mean side PSNR of overall scheme us-
ing different interpolation methods.
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Figure 5. Comparison of Spline-LOT and WCT
coder if both descriptions are received (central

PSNR).Q=0.7.
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Figure 6. Comparison of Spline-LOT and WCT
coders if one description is received (mean side

PSNR).Q=0.7.

Figure 5 and Figure 6 compare Spline-LOT method
with the method introduced in [6] (denoted by WCT).
Spline-LOT coder sufficiently outperforms WCT coder
both for central and side reconstruction mainly tluthe
adequate decimation/interpolation.

5.2. Shaper coding and quantization

Next, we explore how the shaper quality works anttht
tal reconstruction quality. Again, our residual gea
coder is a LOT-based one, while the shaper coder is
based on least squares spline decimation/inteipolat
and JPEG with different quantization factor (dedoas
Spline-LOT). The shaper quantization fact@; is
determined as a multiplication factor applied toTD&b-
efficients before their quantization. Figure 7 shotle
results for central reconstruction (from two dgstioins)
and Figure 8 shows the one-description reconstmcti
results.
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Figure 7. Rate-distortion performance of Spline-LOT
coder for different values @.. Central PSNR.
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Figure 8. Rate-distortion performance of Spline-
LOT coder for different values @s. Mean-side

PSNR.

One can see a higher quantization factor slighaly r

duces the PSNR for central reconstruction but at th
same time increases the PSNR when one descriion i



lost. By a finer quantization we thereby providerenbit
rate to the shaper. Thus, we introduce more recwayda
that improves the side reconstruction.

In addition, the rate-distortion curves for centred
construction have much steeper slope than raterticst
curves for side channel reconstruction. It evidertbeat
finer quantization of residual image results intéreten-
tral reconstruction but has little influence oneschannel
reconstruction.

The next algorithm uses SPIHT [17] for coding the
shaper signal (denoted SPIHT-LOT). To produce tesul
comparable with Spline-LOT, the bit-rate for shapess
chosen in a way to produce the shaper (base layeals
of approximately same size. The results are pammet
ized by the shaper bit rate (sbr) and are showsigare
9 and Figure 10. It can be seen that PSNR for akeatd
side reconstruction are better than these for Spl@T
due to the superiority of SPIHT algorithm over REG
scheme for low bit rates.
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Figure 9. Rate-distortion performance (central
PSNR) of SPIHT-LOT coder for different shaper

bit rates.
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Figure 10. Rate-distortion performance (mean-
side PSNR) of SPIHT-LOT coder for different
shaper bit rates.

5.3. Residual signal coding

5.3.1. LOT versus PCT

In the next experiment, we fix the shaper coding to
spline resizing and JPEG coding. We change thduaki
signal coding schemes, as follows: first, we apibly
method from [6] involving DCT and subsequent PCT
(denoted Spline-PCT), second we apply Spline-LOT.
The results of those two approaches are quite chrse
seen in Figure 11 and Figure 12.
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Figure 11. Comparison of Spline-LOT and

Spline-PCT coders if both descriptions are re-

ceived (central PSNR) for different values@f

35

—— QO0.1lot
—e— QO.51ot
—— Q1.0lot
—— QO0.1PCT
—=— QO0.5PCT
—— Q1.0 PCT

0.4 0.6 12 14

PSNR(dB)
«

0.8 1 1.6
bitrate (bpp)
Figure 12. Comparison of Spline-LOT and
Spline-PCT coders if one description is received
(mean side PSNR) for different valuesf

5.3.2. DCT versus LOT

We replace the LOT with DCT as the block transform
and keep the same chessboard-like way of genetating
descriptions (denoted Spline-Chess). Figure 13 and
Figure 14 show the rate-distortion functions follirgp
Chess for different quantization factors.

A direct comparison between Spline-LOT and
Spline-Chess is shown in Figure 15 and Figure 16teQ



surprisingly, in terms of PSNR, the Spline-Chesdetas 6. CONCLUSIONS
competitive and even better than expected to bersup
Spline-LOT coder. While the latter is showing less
blocking artifacts, it is not as efficient as DQOT ¢om-
pressing the high-frequency residual image. Orlyina
LOTs have been optimized to compress low frequency
signals [13]. One can speculate that using tramsfor
which are optimized for higher frequency conteragies
could give certain improvement in the presente@seh

We have developed a practical MDC method that im-
proves the two-stage scheme proposed previouggj.in
However, our premises for coder optimization weife d
ferent from ones in [6]. The first stage of our eneém-
ploys spline interpolation to obtain the image witver
resolution, which is then coded and sent to botineh
nels. This coarse image is coded in a way to hdower

bit rate, yet being smooth and providing satisfacto
quality. Then, properly interpolated, this imagesit-
tracted from the original one, yielding a resid(dgtail)
image. We spend no redundancy in coding two descrip
tions out of it. To achieve this, a chessboardtamii of
block transform coefficients is applied.
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Figure 13. Rate-distortion performance (central
PSNR) of Spline-Chess coder for different values
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The experiments with DCT in the residual image cod- 04 0608 e (bt)';) 14 16 18
ing emphasize once again the importance of a good
shaper coding. If the quality of the shaper is Idle Figure 16. Comparison of Spline-Chess and
blocking (chessboard-like) artifacts are more Vesib Spline-LOT coders if one description is received
caused by reconstruction of neighboring blocks wifh (mean side PSNR) for different valuesf

ferent quality. However, if the shaper quality isod
enough, then, for most of the images those kindartdf
facts are not visible. At least, they do not lodgually
more annoying than the artifacts caused by thengodl
the residual image by LOT or PCT. Moreover, using
DCT for coding of the residual image yields a dligh
smaller bit rate comparing to LOT and PCT.

Two block-transform coders were compared for cod-
ing of the residual image. The simpler DCT-basedkeco
showed competitive results to the LOT-based oneléVh
the latter was expected to yield reconstructed @mag
with less blocking artifacts, the good results ttog for-



mer prove that we have achieved a residual image a$15]D.-M. Chung, Y. Wang, "Multiple description imaged:

high-frequency (noisy-like) as possible and coroesp
ingly better compressible by DCT. The improved ehit
ing effect is due to the adequate decimation/imtiatmpn

scheme we have applied based on biorthogonal projec

tion (either spline or wavelet).

ing using signal decomposition and reconstructiased
on lapped orthogonal transform$EEE Trans. Circ. and
Syst. for Video Techvol. 9, pp. 895-908, Sept. 1999.

[16] CCITT Recommendation T.81, “Digital compression and

coding of continuous-tone still
http://www.w3.0rg/Graphics/JPEG/itu-t81.pdf

images,”

Our MDC method showed better performance com- [17] A. Said, W. A. Pearlman, “A new, fast, and effidiém-

paring to the method in [6] both for reconstructfoom
one and two descriptions.

The further development of this coder may employ

using suitable wavelet transforms for coding th&cdeal
signal. An application of this method for video oaglis
also to be considered.
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