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Abstract. This paper presents and compares two multiple description
schemes for coding of stereoscopic video, which are based on H.264. The
SS-MDC scheme exploits spatial scaling of one view. In case of one chan-
nel failure, SS-MDC can reconstruct the stereoscopic video with one view
low-pass filtered. SS-MDC can achieve low redundancy (less than 10%)
for video sequences with lower inter-view correlation. MS-MDC method
is based on multi-state coding and is beneficial for video sequences with
higher inter-view correlation. The encoder can switch between these two
methods depending on the characteristics of video.

1 Introduction

Recently, as the interest in stereoscopic and multi-view video has grown, differ-
ent video coding methods are investigated. Simulcast coding is coding the video
from each view as monoscopic video. Joint coding is coding the video from all
the views jointly to exploit correlation between different views. For example, left
sequence is coded independently, and frames of the right sequence are predicted
from either right or left frames. A multi-view video coder (MMRG) has been pro-
posed in [1]. This coder has several operational modes corresponding to different
prediction schemes for coding of stereoscopic and multi-view sequences. MMRG
coder is based on H.264, which is the current state-of-the-art video coder. This
coder exploits correlation between different cameras in order to achieve higher
compression ratio than the simulcast coding.

Compressed video sequence is vulnerable to transmission errors. This is also
true for stereoscopic video. Moreover, due to more complicated structure of the
prediction path errors in the left sequence can propagate further in the subse-
quent left frames and also in the right frames.

One of the popular methods providing error resilience to compressed video
is multiple description coding (MDC) [2]. MDC has a number of similarities
to coding of stereoscopic video. In MDC, several bitstreams (descriptions) are
generated from the source information. The resulting descriptions are correlated



and have similar importance. Descriptions are independently decodable at basic
quality level. The more descriptions are received, the better is reconstruction
quality. MDC is especially beneficial when combined with multi-path transport
[3], i.e. when each description is sent to the decoder over a different path.

In simulcast coding, bitstream from each view can be independently decoded
with target quality to obtain monoscopic video. When both views are decoded,
stereoscopic video is obtained. Simulcast coding has higher bitrate than joint
coding. However, simulcast coding cannot provide stereoscopic reconstruction if
one sequence is lost. Thus, one can think of exploiting the nature of stereoscopic
video in order to design a reliable MD stereoscopic video coder. However, to our
knowledge, there has not been any extensive research on MDC for stereo- and
multi-view video coding.

In this paper, we present two MDC approaches for stereoscopic video. These
approaches produce balanced descriptions and are able to provide stereoscopic
reconstruction in case of one channel failure for the price of moderate coding
redundancy. The approaches are referred to as Scaling Stereo-MDC (SS-MDC)
and Multi-state Stereo-MDC (MS-MDC). Both the proposed methods are drift-
free and can be used interchangeably.

2 Spatial scaling stereo-MDC scheme

There are two theories about the effects of unequal bit allocation between left
and right video sequences. Those theories are fusion theory and suppression
theory [4], [5], [6]. In fusion theory, it is believed that total bit budget should
be equally distributed between two views. According to suppression theory, the
overall perception in a stereo-pair is determined by the highest quality image.
Therefore, one can compress the target image as much as possible to save bits
for the reference image, so that overall distortion is the lowest.

Our SS-MDC approach is based on these two theories. In [7], the perception
performance of spatial and temporal down-scaling for stereoscopic video com-
pression has been studied. The obtained results indicate that spatial and spa-
tiotemporal scaling provide acceptable perception performance with a reduced
bitrate. It gave us the idea of using scaled stereoscopic video as side reconstruc-
tion in our MD coder.

2.1 Prediction scheme

Fig. 1 presents the scheme exploiting spatial scaling of one view (SS-MDC). In
Description 1, left frames are predicted only from left frames, and right frames
are predicted from both left and right frames. Left frames are coded with the
original resolution; right frames are downsampled prior to encoding. In Descrip-
tion 2, right frames are coded with the original resolution and left frames are
downsampled.

When both descriptions are received, left and right sequences are recon-
structed in full resolution. If one description is lost due to channel failures, the



Fig. 1. MDC scheme based on spatial scaling (SS-MDC).

decoder reconstructs a stereoscopic video pair, where one view is low-pass fil-
tered. A stereo-pair where one view has the original resolution and another view
is low-pass filtered provides acceptable stereoscopic perception. After the chan-
nel starts working again, the decoding process can switch back to the central
reconstruction (where both views have high resolution) after the IDR picture is
received.

The proposed scheme can easily be done standard compatible. If each descrip-
tion is coded with standard compatible mode of MMRG coder [1] then standard
H.264 decoder can decode the original resolution sequence from each description.
The proposed scheme produces balanced descriptions as left and right sequences
usually have similar characteristics and are encoded with the same bitrate and
visual quality. The proposed SS-MDC scheme is drift-free, i.e. it does not in-
troduce any mismatch between the states of the encoder and decoder in case of
description loss.

2.2 Downsampling

Downsampling consists of low-passed filtering followed by decimation. The fol-
lowing filters are used:

13-tap downsampling filter:
{0,2,0,—4,-3,5,19,26,19,5,—3,—4,0,2,0} /64
11-tap upsampling filter:

{1,0,-5,0,20, 32,20,0,—5,0,1}/64

Filters are applied to all Y,U, and V channels in both horizontal and vertical
directions, and picture boundaries are padded by repeating the edge samples.
These filters are used in Scalable Video Coding extention of H.264 [8] and ex-
plained in [9]. The downscaling is done by factors of 2 in both dimensions. In
motion estimation of the downscaled sequence, frames with the original resolu-
tion are also scaled by the same factor for proper estimation.



2.3 Redundancy of SS-MDC

The bitrate generated by the SS-MDC coder is R = R* + pgim + pa, where R* is
the bitrate obtained with the single description coding scheme providing the best
compression, pgim is the redundancy caused by using simulcast coding instead of
joint coding, and py is the bitrate spent on coding of the downscaled sequences.
Thus, the redundancy p = psim + pa of the proposed method is bounded by
the redundancy of the simulcast coding ps;m,. The redundancy of the simulcast
coding ps;m depends on characteristics of the video sequence and varies from one
sequence to another. The redundancy pg of coding two downsampled sequences
can be adjusted to control the total redundancy p. Redundancy pg is adjusted by
changing scaling factor (factors of two in our implementation) and quantization
parameter QP of the downscaled sequence.

3 Multi-state stereo-MDC scheme

The MS-MDC scheme is shown in Fig. 2. Stereoscopic video sequence is split
into two descriptions. Odd frames of both left and right sequences belong to De-
scription 1, and even frames of both sequences belong to Description 2. Motion
compensated prediction is performed separately in each description. In Descrip-
tion 1, left frames are predicted from preceding left frames of Description 1, and
right frames are predicted from preceding right frames of Description 1 or from
the left frames corresponding to the same time moment. The idea of this scheme
is similar to video redundancy coding (VRC) [10] and multi-state coding [11].

Descr 1

Descr 2 !

Fig. 2. Multistate stereo MDC.

If the decoder receives both descriptions, the original sequence is recon-
structed with the same frame rate. If one description is lost, stereoscopic video
is reconstructed with the half of the original frame rate. Another possibility is to
employ a frame concealment technique for the lost frames. As one can see from
Fig. 2, missed (e.g. odd) frame can be concealed by employing motion vectors



of the next (even) frame, which uses only previous even frame as a reference for
motion-compensated prediction .

This MDC scheme does not allow to adjust coding redundancy. However,
for some video sequences it allows to reach bitrates lower than bitrate of the
simulcast coding Rg;,m, = R* + ps. This method can be easily generalized for
more than two descriptions. MS-MDC also does not introduce any mismatch
between the states of the encoder and decoder in case of description loss.

4 Simulation results

In the experiments, we compare side reconstruction performance of the pro-
posed MDC schemes. The results are provided for four stereoscopic video pairs:
Traintunnel (720 x 576, 25 fps, moderate motion, separate cameras), Funfair
(360 x 288, 25 fps, high motion, separate cameras), Botanical (960 x 540, 25
fps, low motion, close cameras) and Xmas (640 x 480, 15 fps, low motion, close
cameras). Both algorithms are applied to these videos. In all the experiments,
I-frames are inserted every 25 frames.

The reconstruction quality measure is PSNR. PSNR value of a stereo-pair is
calculated according to the following formula, where D; and D, represent the
distortions in the left and right frames [12].

2552
(Dl + Dr)/2

In the experiments, average PSN R, is calculated over the sequence. Redun-
dancy is calculated as the percentage of additional bitrate over the encoding
with the minimal bitrate R*, i.e. the bitrate of a joint coding scheme.

To show characteristics of the video sequences, we code them by joint coder
and simulcast coder for the same PSNR. The results are shown in Table 1. The
experiments for MD coding use the same values of the Dy and R*, which are
given in the Table 1. One can see that Traintunnel and Funfair sequences show
low inter-view correlation, and sequences Botanical and Xmas show high inter-
view correlation. Thus, Botanical and Xmas have high redundancy of simulcast
coding psim, which is the lower bound for redundancy of SS-MDC coding scheme.

The SS-MDC scheme is tested for downsampling factors of 2 and 4 in both
vertical and horizontal directions. For each downscaling factor, we change quan-
tization parameter (QP) of the downscaled sequence to achieve different levels
of redundancy.

PSNRpqir = 10logy

l Sequence [Do, dBlR* = Rjoint, Kbpissim7 Kbps[psim, %‘

TrainTunnel| 35.9 3624 3904 7.7
Funfair 34.6 3597 3674 2.2
Botanical | 35.6 5444 7660 40.7
Xmas 38.7 1534 2202 43.5

Table 1. Joint and simulcast coding.
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Fig. 3. Redundancy rate-distortion curves for test sequences.

The results for the second scheme (MS-MDC) are given only for one level of
redundancy. The reason is that this method does not allow to adjust redundancy
since the coding structure is fixed as in Figure 2. The redundancy of MS-MDC
method takes only one value and is determined by characteristics of the video
sequence.

Fig. 3 shows the redundancy-rate distortion (RRD) curves [13] for SS-MDC
and the values for MS-MDC for test sequences. The results are presented as
PSNR of a side reconstruction (D;) vs redundancy p. The results for SS-MDC
are given for scaling factors 2 and 4. For sequence Xmas, simulation results for
scaling factor 4 are not shown, as PSNR is much lower than for scaling factor 2.

The simulation results show that reconstruction from one description can
provide acceptable video quality. The SS-MDC method can perform in a wide
range of redundancies. Downscaling with factor 2 provides good visual quality
with acceptable redundancy. However, the performance of SS-MDC depends to



l Sequence ‘Joint‘SS—MDC‘MS-MDC‘
Traintunnel| 0.94 | 0.78 0.90
Funfair |0.92| 0.80 0.85
Botanical [0.65| 0.60 0.63
Xmas 0.66| 0.56 0.61
Table 2. Fraction of MVs in the right sequence which point to previous right frames.

a great extent on the nature of stereoscopic sequence. This method can achieve
very low redundancy (less than 10%) for sequences with lower inter-view corre-
lation (Traintunnel, Funfair). However, it has higher redundancy in stereoscopic
video sequences with higher inter-view correlation (Xmas, Botanical). The per-
ception performance of SS-MDC is quite good as the stereo-pair perception is
mostly determined by quality of the high-resolution picture.

The MS-MDC coder perform usually with 30-50% redundancy and can pro-
vide acceptable side reconstruction even without error concealment algorithm
(just by copying the previous frame instead of the lost frame). MS-MDC should
be used for sequences with higher inter-view correlation, where SS-MDC shows
high redundancy.

The encoder can decide which scheme to use by collecting the encoding sta-
tistics. Table 2 shows the statistics of motion vectors (MVs) prediction for joint
coding mode, SS-MDC, and MS-MDC. The statistics are collected for P-frames
of the right sequence. Values in Table 2 show the fraction of motion vectors m
which point to the frames of the same sequence, i.e. the ratio of motion vectors
to sum of the motion and disparity vectors in the right sequence frames. One
can see that the value m correlates with the redundancy of simulcast coding
psim given in Table 1. The value m could tell the decoder when to switch from
SS-MDC to MS-MDC and vice versa.

Thus, the encoder operates as follows. Once the encoding mode has been
chosen depending on m, the encoding process starts, and the statistics are being
collected. Before the encoding IDR picture, encoder compares the value m of the
recent IV frames with threshold 0.7 and decides whether to switch to a different
mode or not. Thus, the encoder adaptively chooses SS-MDC or MS-MDC mode
depending on characteristics of the video sequence.

5 Conclusions and future work

Two MDC approaches for stereoscopic video have been introduced. These ap-
proaches produce balanced descriptions and provide stereoscopic reconstruction
with acceptable quality in case of one channel failure for the price of moderate
redundancy (in the range of 10-50%). Both the presented approaches provide
drift-free reconstruction in case of description loss.

The performance of these approaches depends on characteristics of stereo-
scopic video sequence. The approach called SS-MDC performs better for se-
quences with lower inter-view correlation while MS-MDC approach performs



better for sequences with higher inter-view correlation. The criterium for switch-
ing between the approaches is used by the encoder to choose the approach that
provides better performance for this sequence.

Our plans for future research are optimization of the proposed approaches and
study of their performance over transmission channel, such as DVB-H transport.
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